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Chapter 1  Ethics and Professional Conduct

Compliance with the Department Academic Integrity Policy and the ACM Code of Ethics (http://www.acm.org/about-acm/acm-code-of-ethics-and-professional-conduct) is expected of all students in the Computer Science & Information Technology Department.

Department Academic Integrity Policy

Academic integrity is the pursuit of scholarly activity free from fraud and deception. Academic dishonesty includes, but is not limited to, cheating, plagiarism, fabrication of information or citations, facilitating acts of academic dishonesty by others, unauthorized possession of examinations, submitting work for another person or work previously used without informing the instructor or tampering with academic work of other students.

Maintaining the value of a degree from this institution requires a collective effort on the part of students and faculty to prevent the occurrence of acts that would cause harm to its reputation. Academic integrity requires a commitment from students not to engage in or tolerate acts of falsification, misrepresentation or deception.

The following defines ethics in the context of computer science.

**Cheating/plagiarism:** Since this discipline requires much out of class work, there needs to be clarification as to what constitutes cheating as opposed to what constitutes valid peer help. We recognize the benefit of peer help, within a certain context.

Acceptable peer help consists of the following:
- General discussion of the problem and the expectations of the professor
- Discussion of algorithms
- Using pseudo code to help another understand
- Looking at another person’s already written code to help them find a problem.

Cheating/plagiarism consists of any kind of sharing of any piece of code that the person is supposed to be doing on his or her own. This would include providing code to another orally, with a hard copy, via email or in any other manner, including sitting side by side entering the same code. Cheating/plagiarism is also committed if a student copies code from a web page, help forum, or other source on the Internet. Sharing of code can be initiated by someone trying to help the person or having the person steal the code, such as taking a printed copy from the trash or copying it from an accessible location.

This list is not intended to be exhaustive. If you aren’t sure what you are doing is okay, don’t do it. Your professor is the final arbiter of what constitutes academic dishonesty in her/his class.

---

1 http://www.kutztown.edu/Documents/Computer%20Science/AcademicIntegrityPolicy.pdf
The kind of cheating that takes place in the field of computer science generally involves a giver and a receiver of code or solutions. Both are considered to have participated in the cheating when it occurs. Both will receive the consequences set up by the university and the professor.

**Activity free from fraud and deceptions:** The receiver of inappropriate help is committing fraud and/or deception by indicating to the professor that work is hers/his when it is not.

**Facilitating acts of academic dishonesty:** The provider of inappropriate help is facilitating academic dishonesty by another by allowing a student who may not have been able to do the work to commit fraud as described above.

Failure to uphold the described standard of academic integrity is a serious offense. If a student has cheated, the university [Academic Honesty Policy](#) states the faculty member should complete an Academic Dishonesty Report Form. An informal resolution process is initiated where any in course sanction may be imposed up to and including failure of the course. A formal process through the Office of Judicial Services exists for flagrant or multiple violations where a potential outcome is suspension or dismissal from the university.

The Computer Science & Information Technology Department is committed to preventing academic dishonesty and punishing perpetrators appropriately.
Chapter 2  How to Succeed in the Computer Science / Information Technology Majors

How to Succeed in Computer Science

Cultivate appreciation for your work

It is important to cultivate appreciation for your work, both the process of doing it and the results that you achieve. Designing, assembling, testing and debugging individual programs or information processing systems takes a lot of work. For you to perform the necessary work without shortcuts or procrastination that harm its quality, you have to like doing it. You don’t have to like it all – there is always some “grunt work” that just needs to get done – but you basically have to like what you are doing in order to succeed in this or any major.

Presumably you like working with computers, or you wouldn’t be reading this. It is also likely that you have used software tools that typical home PC users do not typically use. You certainly know how to use tools for interacting with people and information on the Internet and the World Wide Web. If you can successfully extend that appreciation for these hardware and software systems into going “under the hood,” finding out how they work, and ultimately extending how they work in new and useful ways, you will succeed.

There is a book called Zen Mind, Beginner’s Mind. The essence of this book’s message is that you “have it” at the beginning, and though you may “lose it” in going along, you can rediscover that you “have it,” because in fact you never really lost it. 😊 You can certainly think of activities that initially attracted you, but over time lost their attraction, perhaps because you lost the feeling about those things that you had at the beginning. That feeling was part of Beginner’s Mind, perhaps before you became jaded, because some aspect of the activity seemed to be too much work, or felt annoying in some way. You have the Beginner’s Mind right now, and a big part of cultivating appreciation for your work comes down to this: Don’t discard your Beginner’s Mind! One way to avoid this is by not digging pits into which you then fall. Falling into these pits ruins your appreciation for your work. Avoid the pitfalls discussed in the following sections.

Start early

Procrastination is one of the biggest killers of grades in this major. One cause of procrastination may be that you do not like some aspect of the work, that you have lost your Beginner’s Mind. Another, common cause is thinking that you don’t need to start early because you have plenty of time. You may have plenty of time for the project that your professor has just given you, but the problem is that you probably don’t know that. Experienced software engineers and IT professionals who are otherwise very good at their work, are often only passably good at estimating how long it will take them to finish a project. Experience helps improve this skill, but when projects contain unknown aspects, such as problems with tools and code libraries or unknown customer requirements, then it is hard to predict how long they will take to complete. Unlike professionals in this field, you do not have years of experience doing the things that you are about to do. That is why you are here. That means that problems and
unknowns that will cost project time are likely to crop up for some projects, and unfortunately, you do not know in which projects they will appear.

Scheduling work time comes down to some simple math. Suppose a professor gives you a project assignment that will take you $H$ hours to complete. The trouble is, you don’t know the value for $H$, and so you make one up. Let’s call it $H_{\text{guess}}$. If it is really going to take you $H$ hours to complete the project, then it doesn’t make a difference whether you start it shortly after it is assigned, or a day or two before the project is due. It will take $H$ hours. There is no more work entailed in starting early than in starting late. Suppose, though, that you start the project the day before it is due, and it turns out that $H$ is bigger than the number of hours you have available to work on the project that day. Perhaps for your average project, $H_{\text{guess}}$ is a good estimate of $H$, but for this project, $H_{\text{guess}} < H$, maybe a lot less. Congratulations! You have just dug a pit and fallen into it. Now, your project will be late or buggy or both, and your grade will suffer. Perhaps subsequent projects will build on this project. They depend on it working correctly. Possibly worst of all, you have just managed to turn your work into an unpleasant experience. A failed project conditions you to dislike your work, increasing the likelihood that you will feel like procrastinating on the next project when it arrives.

We are all busy, and we don’t want to spend all of our time working. This work is important, though. It is worth learning how to do it correctly. You don’t need to obsess or worry or spend all of your time working. You do need to cultivate good work habits and a critical work habit is to start early. Remember, $H$ hours are $H$ hours no matter when they start, but if they start early, then the occasionally really big $H$ won’t help to create a pit for you to fall into.

**Come to class, on time, prepared, and pay attention while you are here.**

Notice that it doesn’t say, “Go to class,” it says, “Come to class.” Class isn’t over there, somewhere, maybe somewhere you’d rather avoid. Class is here. Here is where you learn something. You are in the middle of your own learning. If you need or want to learn something, and you aren’t in the middle of learning it, then you are in the middle of nowhere.

Studies show that showing up improves acquisition and retention of knowledge and skills. Showing up on time has a strong correlation with success. Students or workers who show up late are simply procrastinating about one more aspect of their work. They are here in body, but not in mind. That statement goes double for throwing away your time in the classroom by not paying attention. If you are browsing the Web in a lab class, or nodding off, or reading something else, or not actively engaging the classroom activity, then you are not entirely here. “Actively engaging the classroom activity,” means actively listening, asking questions, sometimes challenging assertions made by your professor, taking notes, and otherwise going through the motions. *Going through the motions pays off!* It activates parts of your nervous system and other systems that are involved in learning. If all of our learning depended on the doings of our conscious minds, we’d probably still be waiting for someone to invent the wheel, let alone the computer. Maybe the inventors of the wheel saw a rounded stone or a log rolling down a hill. They had to be on the scene – the hillsides were their classrooms – and they had to be paying attention.
Sure, class is boring some times. Making that fact the basis for your decision to blow off class digs another pit into which you can fall. Boring or not, maybe today’s class is the one in which you will become enlightened. Typically, every student shows up on the first day of class. They all have recovered the Beginner’s Mind! Show up, and if it seems boring, make it less so by actively engaging the professor, and other students in a collaborative class session, with questions and answers and observations. Maintaining this habit will help you succeed in your work and improve your enjoyment.

It is important to be prepared for class. Be sure to do all reading and assignments before class. If you don’t understand something while reading the text, pursue that topic further, using other resources, and see if you can understand it better before asking the professor in class. If the professor makes PowerPoint or notes available for the lectures, utilize them before class. It will help you prepare for learning. Computer science is a major that requires constant learning, often on your own. Build that habit now and it will be one that will stay with you.

Talk with your professors.

Not just in class, but also outside, talk with your professors. If you have questions or problems with projects or don’t understand something, visit your professor during office hours, or schedule a time to meet, or at least send email. It’s fine to do these things with your peers – although I doubt that your peers have office hours – but don’t miss the opportunity to talk with your professor, one on one. It’s the best student-to-teacher ratio that you’ll ever get. Especially when you are stuck on some part of a project, discussing it with your professor is probably the best way to avoid another pitfall. Please note, though, that working through project problems with your professor means starting early, so you can schedule a meeting if you get stuck. If you start at the last minute, and send last minute emails that don’t receive last minute replies, then you are digging another pit. Start early, and if you get stuck, go see your professor.

Talking to your professor and peers is an extremely important aspect of learning in the field of computer science. At the same time, the effort you apply to solving the problem yourself will give you insight into solving the problem. It may be the case that you get stuck at some point. The question is how long do you try to get unstuck before you speak with your professors and/or peers. There is no rule of time, but if you have done everything you know to get unstuck, then it would be time to speak with others about the problem you cannot solve.

There are also Graduate Assistants available in the Computer Science & Information Technology Department to help you with problems in your courses. Kutztown University offers free tutoring services for students. If you were successful in a course, sign up to be a tutor for that course in a later semester. Teaching a topic to a peer is the best way to completely understand it.

Finally, invent interesting computer projects for yourself and your friends.

Make these machines your own! Maybe this means collaborating in club activities such as the Kutztown Technology Association or the Mobile Apps Development Club. Maybe it means inventing computer games or composing computer music or enhancing a web site or helping someone else with their computing needs, perhaps by fixing a friend’s wireless network problems, or by becoming a tutor. Not everything gets done in regular courses and classes.
Some of the best computing activities may be your own inventions. You may be able to earn independent study credits for some of these activities. If not, you can still improve your appreciation of the discipline, and beef up your resume, and maintain your Beginner’s Mind by making these machines your own, in and out of the classroom.
Dr. John Carelli holds B.A. and B.S. degrees in Physics and Electrical Engineering, respectively, from Rutgers University, as well as M.A., M.S.E., and Ph.D. degrees in Electrical Engineering from Princeton University. Before joining Kutztown University in 2016, Dr. Carelli worked for Bell Laboratories and related companies for over three decades in the area of integrated circuit design. His circuit design credits include contributions to VLSI integrated circuits for both mobile phone and network communication applications. In addition, he worked on the development of specialized CAD software tools and libraries for IC design and verification, primarily in the area of circuit simulation and modeling. He has publications in the areas of surface physics and VLSI design and also holds patents in circuit design and modeling. He brings his industry experience to the students of Kutztown, offering a practical perspective in the development and use of complex software and systems.
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---

**Dr. Randy Kaplan** graduated from Drexel University with a B.S. in Mathematics and Temple University with an M.A. in Computer Science and a Ph.D. in Computer Science. While working on his Ph.D. he specialized in the subfield of Artificial Intelligence. His research focused on how to extract knowledge from text in an effort to automatically build a knowledgebase from text. Dr. Kaplan went on to apply this work at Educational Testing Service where he created the first prototype of a system that would grade student essays. Today he holds a patent for this system. For most of Dr. Kaplan’s career he has acted as a teacher to those around him. At Kutztown University he is able to share his unique perspective and experience with Computer Science students.
Dr. Dale E. Parson holds a Bachelor of Science degree in computer science from Albright College and M.S. and Ph.D. degrees in Computer Science from Lehigh University. Before coming to Kutztown University in 2008 Dr. Parson worked for Bell Labs and related companies for 28 years. Dr. Parson's software engineering work included research and development in design automation for integrated circuit design, software development tools for digital signal processors, architecture and applications for network processors, and software architecture for multimedia server devices. His courses at Kutztown focus on computer graphics, data structures, programming languages, compilers and programming for multiprocessors. His primary research area is computer music instrumentation and improvisation.

Prof. Thiep N. Pham is an alumnus of Kutztown University (Computer and Information Science, 1991) and earned his Master of Science degree from Florida Institute of Technology (Systems Management, 1995). He has over twenty years of industry experience including software engineering, systems and network administration, program and project management, IT management and entrepreneurship. His management consulting experience involves fortune 500 and the federal government (Department of Defense and the Environmental Protection Agency). He is the President of the Association of Information Technology Professionals (AITP) Lehigh Valley Chapter, owner of Milestone Technology Solutions, LLC, and founder and Chairman of the Lehigh Valley Professionals organization. His teaching experience includes Lehigh University, The Wescoe School of Muhlenberg College, Lehigh Carbon Community College, and Kutztown University of Pennsylvania. His research interests are Technology Entrepreneurship, Disruptive Technology and Gamification.
**Dr. Yong-Sang Shim** holds a Bachelor of Science degree in Mathematics from Yeungnam University in Korea. Dr. Shim holds M.S. and Ph.D. degrees in Computer Science from South Dakota State University and the University of Wyoming respectively. His courses at Kutztown University focus on information technology systems, information security, programming languages, database, algorithms, and discrete mathematics. His primary research area is computer security, system modeling, and computer education.

**Dr. Daniel Spiegel**, Professor of Computer Science and coordinator of the Master’s program, received his Ph.D. from Wright State University in 2002, an M.S. in Mathematics with a concentration in Computer Science, and a B.S. in Mathematics from The Ohio University in 1987 and 1982, respectively. Prior to being hired at Kutztown University, he was on the faculty of the Department of Computer Science & Engineering at Wright State. He was an instructor in the Computer Science & Information Technology Department at Ohio University before that and also was an instructor for Hocking Technical College. His research interests include evolutionary techniques, including genetic computing, operations research, issues in computer science education, and biological simulation. He has also directed theses in diverse areas including lossless streaming and data mining.
Dr. Joo Tan holds a Bachelor’s degree in Computer Science from the University of New Mexico and the M.Sc. and Ph.D. degrees from Kansas State University. He had a previous teaching stint at Mansfield University. Prior to academia, Dr. Tan worked at various companies such as BELLCORE and Lucent Technologies for 6 years. His courses at Kutztown University focus on Introductory Computer Applications, Web site design, and Software Engineering. His research interest is in the latest technology of web design and programming as well as collaborative team learning in Software Engineering.

Dr. Yong Zhang holds a Bachelor’s degree in chemistry from the University of Science and Technology of China and M.E. and Ph.D. degrees from the University of South Carolina. He taught at Eastern Mennonite University for three years prior to joining Kutztown University in Fall 2008. He regularly teaches courses in C++ programming, discrete mathematics, data structure, algorithm analysis, and applied cryptography. His research interest is mainly in theoretical aspects of computer science, including algorithm design, computational complexity, and quantum computation.
Chapter 4  KU Systems

Introduction

The Computer Science & Information Technology Department has many different systems available for use by our students. There are labs available for general use by computer science students, as well as some specialized labs for specific courses. The computer science general labs are in Old Main 157 and Old Main 248A and contains primarily PCs with a few Macs. The department also has a specialized lab in Old Main 156, which contains PCs, network equipment, and UNIX servers. There are also many labs around campus that can be used to access the necessary systems and software. The location of these labs and the hardware and software available in these labs can be found on the Office of Information Technology’s web page (http://www.kutztown.edu/about-ku/administrative-offices/information-technology/computer-labs.htm/).

UNIX Systems

The Computer Science & Information Technology Department utilizes UNIX for many of the courses. There are a several UNIX systems available for use by our students. The primary UNIX system, at this time, is csit. This system is also known as login or acad. This system is a Cisco C220 server with 32G memory, 2 600GB HDD, and Intel Xeon E5-2640 v3 processors running the CentOS operating system. There are four other UNIX systems used in computer science courses. Two of these servers were awarded through a grant by Sun Microsystems to support multiprocessing research and courses. These systems are harry and Hermione. Table 4.1 shows the specifications of each of these servers. The other two servers are luna and Dumbledore.

<table>
<thead>
<tr>
<th>name</th>
<th>Architecture</th>
<th>Cores</th>
<th>Threads / core</th>
<th>Clock Speed</th>
<th>Memory</th>
<th>Operating System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harry</td>
<td>UltraSparc T2, T5120 server</td>
<td>8</td>
<td>8</td>
<td>1.2 Ghz</td>
<td>16 GB</td>
<td>Solaris</td>
</tr>
<tr>
<td>Hermione</td>
<td>AMD Opteron 885, x64, X4600 server</td>
<td>8</td>
<td>2</td>
<td>2.7 Ghz</td>
<td>32 GB</td>
<td>Linux CentOS</td>
</tr>
<tr>
<td>Dumbledore</td>
<td>Lenovo</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CentOS</td>
</tr>
<tr>
<td>Luna</td>
<td>HP Z820 with 16G memory, 2 500GB HHD, and an Intel Xeon E5-2640 v2 processor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CentOS</td>
</tr>
</tbody>
</table>

Table 4.1: Specifications of the Specialized Multiprocessor Servers

To access the UNIX systems, which are located in various buildings on campus, terminal emulation software must be used. This software must support the ssh protocol. The most
common terminal emulation software used at KU is called PuTTY. This is simply software that allows a user to connect to a UNIX system.

Fig. 4.1 is a diagram of the KU UNIX systems. Each UNIX system connects to the KU network via a switch. Each computer on campus, desktop or laptop, also connects to the KU network via a switch. This allows the computers on campus to connect to the UNIX systems allowing students to login to these systems. When you connect to the Internet from your computer off-campus, this allows you access to certain systems on the KU Network, including the UNIX systems. It does not matter where you connect from, on- or off-campus, you will connect to the same UNIX system(s) in the same manner.

Figure 4.1: KU Systems Diagram

Your Account

All KU computer science students are provided with an account to access the Windows and UNIX systems on campus. The Windows account, which provides you access to the lab PCs, is activated when you become a KU student. The UNIX account is activated when you take your first computer science course at KU. Both accounts use the same username or login, which is your KU “Network ID”. Your Network ID consists of the first initial of your first name, the first four characters of your last name, and a random three-digit number. For example, Jane Smith’s Network ID would be jsmi123. Windows accounts require your full email address (yourKUnetworkID@live.kutztown.edu).
To change the password on this account, visit “Student Account Management” web page at https://sam.app.kutztown.edu/. If you forgot your password, and you have populated your security questions, you can reset your password at https://sam.app.kutztown.edu/forgot/index.aspx.

If you did not populate your security questions, you will have to go to the Office of Information Technology’s Helpdesk located in the Administration Building.
Accessing the UNIX Systems

The UNIX systems can be accessed from on- and off-campus using terminal emulation software. The most common software for Windows machines is PuTTY. Information on downloading and using PuTTY is provided here. The most updated information can be found at http://www.kutztown.edu/about-ku/administrative-offices/information-technology/faqs-for-faculty-and-staff.htm.

To use PuTTY with Windows you must first download it from http://download.kutztown.edu/. Use your Network ID to login to this web page. You may find additional information on PuTTY in the user manual located at http://the.earth.li/~sgtatham/putty/0.53b/htmldoc/Contents.html. When you download PuTTY, it is one file; there is nothing to be installed. Simply save the file to a location and then double-click on that file to run PuTTY. Follow these instructions to configure PuTTY for use with KU’s primary UNIX system (acad/csit).

Enter login.kutztown.edu as the Host Name. Under Protocol, select SSH.
Click Terminal. Under Remote-controlled printing, select the name of your local printer.

Click Connection. Click SSH. Under Protocol options, select 2 only.
Click Auth and check “Attempt keyboard-interactive authentication(SSH2)”.  

Click Session. Type KU in the Saved Sessions box. Click Save. Double-Click KU to launch.
The above alert may appear the first time you connect to login. Simply click Yes.

**Accessing the UNIX systems using a Mac**

To access the UNIX systems using a Mac, there is no additional software required. The Mac operating system has software incorporated in it that uses ssh. First you must launch the Terminal application. In the command-line prompt, enter `ssh -2 networkID@login.kutztown.edu` where `networkID` is your KU Network ID. For example, Jane Smith (jsmit123) will enter `ssh -2 jsmi123@login.kutztown.edu`. This will connect you to the primary UNIX system (acad/csit). To connect to a different UNIX system, replace `login` with the name of the UNIX system you want to connect.

If you encounter problems with being able to use an editor due to an error with your terminal type, you must configure your terminal. To do this, login to your UNIX account and edit the file called `.bash_profile` located in your home directory. Add this line to that file and then save the file:

```
export TERM=xterm
```

If you use a shell other than the default bash, such as tcsh, csh or sh, then you must edit the appropriate login file. For csh, this file is .login and for sh the file is .profile. The line to add to the appropriate login file for all shells is the same as bash, except csh which is:

```
setenv TERM xterm
```

You can use dtterm instead of xterm in the above commands (the `setenv` and `export` commands) to get programming-language specific highlighting in some text editors.

**File Transfers**

To transfer files to or from a UNIX system, you must use a file transfer software that supports the ssh protocol. The file transfer software used at KU is WinSCP. You can download this software from [http://download.kutztown.edu/](http://download.kutztown.edu/). Instructions for WinSCP can be found at

Check “Advanced Options”, if not already checked. Under the Session, enter login.kutztown.edu in the “Host name” field and make sure the “Port number” is 22. In the “User name” field enter your KU Network ID and then your Password.

Click on Shell: Select ‘Enter’ under Shell and in the drop down box, select ‘/bin/bash’.
Click on SSH and select ‘2 only’.

Under SSH, click on Authentication. Make sure “Attempt keyboard-interactive authentication (SSH2)” is checked. Click Login to login to this FTP program. These settings will be saved for the next time you run WinSCP.

**File Transfers using a Mac**

To transfer files to or from the UNIX systems using a Mac, there is no additional software required. The Mac operating system has FTP software incorporated in it. First you must launch the Terminal application. In the command-line prompt, enter `ftp -A login.kutztown.edu`. 
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This will then present you with a prompt to enter your username and then a prompt to enter your password.

You may also want to use other FTP software. A recommended FTP software is Filezilla, available at https://filezilla-project.org/.

**Printing**

You can print to any computer on campus from the UNIX system. To print from a lab computer, type the command `printers` at the UNIX prompt. This will list the name for each lab printer and also give you the commands to use to print. There are two commands that you can use to print: `lp` and `enscript`. The preferred command to use is `enscript` because it will wrap any line that is too long. The command to print to a printer on campus is

```
enscript -d printer_name filename
```

For example, to print the file `program1.cpp` to the printer in the Computer Science lab in Old Main 248, the command would be

```
enscript -d CSD program1.cpp
```

If you have configured your printer in your terminal emulation program, you can print from home as well. The command to print to the printer configured on your PC is `lph`. The syntax is

```
lph filename
```

So, to print the same file as above, you would enter the command

```
lph program1.cpp
```

**Turning in Programs Electronically**

Many computer science instructors require you to submit your programs electronically using a program called `turnin`. `Turnin` takes the files specified in the command and places them in a subdirectory belonging to your course instructor that is reserved for your submissions. This will allow submission and grading of programs to occur as efficiently as possible.

**Setting up turnin**

To set up the turnin utility for your use, you will run a perl script that alters your `.bash_profile` file and creates or updates your `.alias` file. This script is to be run once only each term. To run this script, issue the following command from your root directory on the UNIX system (`<section>` is optional; only use if instructed by your professor):

```
/export/home/public/<prof>/turnin.pl <course> <section>
```
In this command, <prof> is your instructor’s Email address, all lower case, without the “@kutztown.edu” and <course> is the course number. If you are in CSC 135, this argument would be 135 (no CSC). The <section> is your section number. This is necessary in order that your submission be placed in the area for your particular section of the course. The section number is optional, at the discretion of your professor, so only specify it if instructed to do so by your instructor.

For example, if you are in CSC 135 section 045 with Dr. Spiegel, you would set up turnin using the command:

/export/home/public/spiegel/turnin.pl 135

If Dr. Spiegel instructs you to use the section number, then you would use the command:

/export/home/public/spiegel/turnin.pl 135 045

**Invoking turnin**

For each programming project, you will submit all requested files using the turnin command, as follows:

```
turnin<class #> <file1> <file2> ... <filen>
```

where <class #> is the CSC course number for this course (just the number, no CSC) and <filei> is the name of a file in the present directory or the name of a file that includes a full or relative pathname. There is no limit to the number of files that may be turned in via the turnin command. The names of the files are separated by whitespace (at least one blank); do not use any other character to delimit file names. Wildcards are permitted, but you can’t submit an entire directory by the directory’s name.

For example, if a student in CSC 135 intends to turn in the files project1.cpp and ReadMe.txt, the command would be:

```
turnin135 project1.cpp ReadMe.txt
```

Note that there is no blank between the turnin and the 135.

There are some important notes to remember when setting up and invoking turnin. The perl script turnin.pl must be run from your login, or root directory (the directory you start in when you log in to the UNIX system). If you run it from any other directory, you won’t be able to use turnin. Remember, it is run only once per semester. You are responsible to set up turnin BEFORE the first project is due. Not setting up turnin is NOT a legitimate excuse to turn in work late. After setting up turnin, either log out and log back in, or execute source turnin before attempting to use the utility. The section number used in setting up turnin must be a 3-digit number, even if the first digit is 0. You may turn in a file any number of times. Each submission will overwrite the previous version submitted. After each execution of turnin, you will receive an e-mail containing a listing of the files you have turned in (now or previously) for this project. If you don’t receive this mail, it is possible that the turnin failed. Run turnin again. It is a good idea
to save these Emails. Please report any difficulty with setting up or using turnin to the course instructor as quickly as possible.

**Microsoft DreamSpark Program**

The Microsoft DreamSpark Program is a program sponsored by Microsoft that allows academic institutions to provide access to Microsoft software in labs, classrooms, faculty, and student PCs. The Computer Science & Information Technology Department is a member of DreamSpark. This allows our faculty and students access to the latest Microsoft software for use in classes and research. Microsoft allows students free access to most of its software, including Operating Systems and development tools.

To obtain a DreamSpark account, send an E-mail to dreamspark@kutztown.edu. The subject should be “Account Request”. In the body of the message indicate your major and the computer science courses you are currently taking along with the course instructor. KU’s DreamSpark site can be accessed from the Computer Science & Information Technology Department’s web page under the “Resources” link.
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Introduction to Editors

An editor is a computer program with a special purpose. When you are writing programs an editor is used to create the file that contains your program text. Your program text is contained in a file type called a text file. A text file is a simple file that contains only the text that you enter. This is different from a file produce by a word processing program like Microsoft Word. Microsoft Word produces a file called a “docx” file. This type of file contains both the text that you enter and also the format of the text so that it can be displayed properly and printed properly. There is no formatting information stored in a text file.

There are two kinds of text editors, a character editor and a line editor. As the names imply a character editor is used to create and edit a file on a character-by-character basis. The commands used in a character editor manipulate the characters in a text file. A line editor’s commands manipulate the text in a file on a line-by-line basis. Note that a line editor can also manipulate characters. The difference is that in a line editor there are commands that manipulate lines and blocks of lines of text. Of the following VI is a character editors, EMACS and PICO are line editors. All three of these editors are usually standard programs on UNIX/Linux.

EMACS

EMACS is a full-featured editor that has evolved over the years into a very sophisticated editor. The EMACS editor is so sophisticated that a complete programming language is built into EMACS. The EMACS editor can be customized for use with any programming language. Many customizations already exist.

The EMACS editor makes use of key-chords as does the PICO editor. A key-chord consists of two or more keys pressed at the same time.

To start up the EMACS editor use the UNIX command “emacs” (all lower case). This command is entered at the UNIX command prompt

```
emacs filename
```

where filename is the name of the file to be created (if it doesn’t exist) or edited (if it does exist). When you enter this command the screen displayed is shown in Figure 5.1
The last line of the display is called the mode line. The mode line will always be near the bottom of the display window. It contains information about the file being edited and the state of the editor. The two asterisks near the beginning of the line indicate that the buffer that contains the file has been modified. If the two characters are hyphens (--) it means that the buffer was not modified. If these two characters are percent signs (%%) it means that the buffer cannot be modified (it is read-only). The name of the file being edited is shown in the mode line and if no file is being edited the word *scratch* is shown. The editor mode is shown in parentheses. In this case the editor mode is (Text). Finally the word “All” refers to the amount of the file you can see on the screen. “All” means you can see the whole file. “Top” means you can see the top of the file. “Bot” means you can see the bottom of the file. If you can only see NN% of the file NN% will be shown.

The EMACS editor’s key-chords are somewhat different than other editors. There are some commands that require a single key-chord, for example CONTROL-a or CONTROL-e, but many commands require more than a single key-chord.

For example, to exit EMACS the key-chord sequence

CONTROL-x CONTROL-c

is used.

To save the file you are editing use the key-chord sequence

CONTROL-X CONTROL-S

If you exit EMACS before saving the file, EMACS will ask you if you want the file to be saved.
The key-chord for help is CONTROL-H. Figure 5.2 depicts the EMACS help screen.

![Figure 5.2 Help screen displayed when you enter CONTROL-H](image)

When you enter an EMACS command it is possible to undo that command with the key-chord CONTROL-_ (underscore). One of the interesting features of EMACS is that the undo is infinite, meaning that you can undo as far back as when you started the editing session.

In addition to the key-chord command prefix CONTROL-x there is also another special sequence called a META sequence. A META sequence begins with an ESCAPE. The ESCAPE key is called the META key.

Text is entered directly into the editor window. The normal operation of the editor allows text to be entered at any time.

Table 5.1 below summarizes common operations and their key-chords (or keys).

Suppose you delete some text but you want it back. The text that is deleted is held in a place called the KILL buffer. To retrieve the deleted text, the key-chord CONTROL-y can be used. The Y stands for yank.
<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONTROL-X CONTROL-S</td>
<td>Save the file</td>
</tr>
<tr>
<td>CONTROL-X CONTROL-C</td>
<td>Exit EMACS</td>
</tr>
<tr>
<td>CONTROL-A</td>
<td>Move to the beginning of the line</td>
</tr>
<tr>
<td>CONTROL-E</td>
<td>Move to the end of the line</td>
</tr>
<tr>
<td>CONTROL-D</td>
<td>Delete the character to the right of the cursor</td>
</tr>
<tr>
<td>DELETE</td>
<td>Delete the character to the left of the cursor</td>
</tr>
<tr>
<td>META-d</td>
<td>Delete the word to the right of the cursor</td>
</tr>
<tr>
<td>META-DELETE</td>
<td>Delete the word to the left of the cursor</td>
</tr>
<tr>
<td>CONTROL-K</td>
<td>Delete from the cursor to the end of the line</td>
</tr>
<tr>
<td>CONTROL-Y</td>
<td>Paste deleted text at the cursor</td>
</tr>
</tbody>
</table>

Table 5.1 Summary of EMACS Key-chords and Command Keys

VI

The VI editor is one of the original editors developed for UNIX. Originally it was strictly a character editor but over the years it has been extended to include commands to manipulate lines of text.

The VI editor (the VI editor program) is started with the UNIX command `VI`. At the command prompt enter the command,

`vi filename`

To create a file named “myprog.cpp” you would use the command,

`vi myprog.cpp`

This command will run the VI editor program to create the file named “myprog.cpp”. The filename extension of .cpp indicates this file is a C++ program file.

If you are going to create a new file with the VI editor, when VI shows the new file each line begins with a tilde(`~`). This signifies that the line has nothing on it. This is shown in Figure 5.3.
Notice a couple of things about the opening VI display. First, the small square block at the beginning of the screen is called the cursor and it shows where in the file manipulations will occur. In other words, this is the “current position” in the file. The tildes (~) on each line mean that the line is empty – it has no characters in it. At the bottom of the display the current filename is shown along with an indication of whether the file is new. At this point you can begin using VI to create the text file.

The VI editor has two important modes. An editor mode determines the way that the editor is programmed to operate. One of the modes of the VI editor is called “command mode” and the other mode is the “character mode.”

In command mode the editor accepts commands and performs whatever it is that the command instructs VI to do. For example, suppose you were using VI and you wanted to return to the UNIX command-prompt. To accomplish this you would use the command “:q” (a colon followed by the lower-case letter q), as shown in Fig. 5.4
After you have typed the command (:q) you press the “enter” key and VI will attempt to execute the command. If VI understands the command it will do what it is told as is shown in Figure 5.5.
Figure 5.5 After the command :q is entered

Notice that the editor display is gone and we are now at the command prompt again.

In character mode you are able to enter, change, and delete characters in the file you are editing. For example, suppose you use the insert command. Once you enter this command the editor chooses as its current position wherever the cursor is positioned. At this point you can type any text and it will appear on the screen. As you type text and fill a line, the tilde(∼) will disappear. See figure 5.6.
As you can see in this figure, a small program has been entered. It was entered by simply typing the text on the keyboard. As you type text, the text appears on the screen. The VI editor at this point is still in character mode. To switch back to command mode so you can, for example, save the file, you can enter or press the escape ("esc") key. Once the escape key is pressed you will return to command mode, as shown in Fig 5.7.
Figure 5.7 – VI editor screen showing a brief file

Notice that the mode indicator at the bottom of the screen has disappeared. This means you have returned to command mode.

To save the file enter the command :w (colon w), as shown in Fig 5.8.
Basic editing commands of VI are summarized in the next table.

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>:q</td>
<td>exit from VI</td>
</tr>
<tr>
<td>:w</td>
<td>Write the file to the disk drive</td>
</tr>
<tr>
<td>I</td>
<td>Insert at the cursor</td>
</tr>
<tr>
<td>X</td>
<td>Delete at the cursor</td>
</tr>
<tr>
<td>U</td>
<td>Undo the previous action</td>
</tr>
<tr>
<td>A</td>
<td>Append (add new) text at the cursor</td>
</tr>
<tr>
<td>O</td>
<td>Open a line at the cursor</td>
</tr>
</tbody>
</table>

Table 5.1.2.1 Summary VI Commands

Of course entering text is not the only purpose an editor can serve. It is also important to understand how to add text to the file, replace text in the file, delete text in the file, or undo changes that have been made to the file.
The PICO editor is another editor provided for users at KU. It is a full screen editor meaning that the whole screen is used to display the contents of a file. It is considered to be a line editor (as opposed to a character editor). The PICO editor is started with the command

```
pico filename
```

Fig 5.9 shows the PICO editor display.

At the bottom of the PICO display you can see a legend that specifies the common commands. The karat(^) denotes the CONTROL key.

Cursor movement in PICO is accomplished by using the standard cursor keys. There are some useful key-chords that are worth noting. A summary of the commands are shown in Table 5.1.3.1.
Table 5.1.3.1 – Summary of Useful PICO commands

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control-A</td>
<td>Move to the beginning of a line</td>
</tr>
<tr>
<td>Control-E</td>
<td>Move to the end of the line</td>
</tr>
<tr>
<td>Control-N</td>
<td>Move to the next line</td>
</tr>
<tr>
<td>Control-P</td>
<td>Move to the previous line</td>
</tr>
<tr>
<td>Control-O</td>
<td>Save the file</td>
</tr>
<tr>
<td>Control-X</td>
<td>Exit the editor</td>
</tr>
</tbody>
</table>

Debuggers

A debugger is a utility that facilitates program debugging. Debugging is a process of observing the behavior of a program as the program is running. Observing the behavior of a program requires that you be able to stop the program at certain points so you can examine the value of variables. Also it allows the program to be executed statement by statement. At any step of the program it is possible to examine variables at this point. If the program does not do what is expected, corrections can be made to the program and it can be re-run.

In order to debug a program it is necessary to tell the compiler that you are going to do so. The option –g is used for this purpose. The compile command should be –

`g++ -g myprogram.cpp`

This command will make the program ready to be run in the debugger.

Unless you specify otherwise the compiler produces an executable file named a.out. To use the GNU debugger with a.out you would enter the command –

`gdb a.out`

Once you enter the command, the debugger loads with your program. Your program does not start running until you tell the debugger to run your program. The command to accomplish this is –

`run`

Prior to starting a debugging session with run, it is important to set up one or more breakpoints. A breakpoint is a place in a program where the program will stop so you can examine the state of variables at that point in the program. Breakpoints are specified with the `break` command.

There are a couple of ways that you are able to specify the location of a breakpoint. You can specify the location of a breakpoint by specifying the line of the program where you want it to stop. Line numbers are just numbers that identify a particular line in the program. For example if you wanted to stop at line 20 you would use the break command as follows –
Another way to specify a breakpoint is to specify the name of a function to break at. In other words if you want to stop the program when a particular function is executed you can set a breakpoint at that point by using the function’s name. Suppose you have a function named `addOne`. To stop the program when this function is called you use the break command as follows –

```
break addOne
```

When you run the program in the debugger with the run command it will run up until the first break point. When the program stops at the break point there are several things that you are able to do. Suppose that you had another break point and you wanted to see what would happen when the program reached the second break point. In order to accomplish this, use the command “continue.”

If you wish to step through the program one line at a time you can use the command “step.” The step command steps through every statement. When a function is encountered the debugger will execute each line in the function in a step-by-step manner. If you wish to execute the program as if a function call is a single instruction use the command “next.” The next command does not descend into the function. Other than this difference the next and step commands operate in the same way.

If you need to enter the step command or the next command a number of times you can do so by pressing the ENTER key after the first time you entered the command. The debugger will repeat the last command as many times as necessary.

As mentioned earlier, another important aspect of debugging is the ability to examine values of variables in the program at the particular line where the program has stopped. The debugger command that displays the value of a variable is –

```
print variableName
```

where `variableName` is the name of the variable whose value you wish to display. Sometimes it is useful to be able to display a variable’s value in its hexadecimal form. To do this there is a variant of the print command –

```
print/x variableName
```

A watchpoint acts on variables. Setting a watchpoint for a variable causes the debugger to stop the program when the value of that variable changes. In order to set a watchpoint for the variable named `total` the command –
watch total

would be used.

When a breakpoint is set it is assigned a number. This number is used to refer to the breakpoint. For instance it is sometimes desirable to delete a breakpoint. A breakpoint can be deleted by using the command –

delete 5

which would delete the breakpoint assigned 5.

Makefiles

Sometimes it makes sense to automate the compilation of a program. This is especially true if the program is composed of many smaller parts – say objects– one object to a file. When making changes in such a program some of the files may need to be re-compiled and some may not need to be re-compiled. This can become quite tedious if there are many files that make up the program. The makefile is a way to automate this process. A utility named “make” is used to accomplish the task of building an executable automatically.

Note: This is just an introduction to makefiles and the utility named make – actually GNUMAKE which is the Free Software Foundation version of make. Makefiles can become very complex because in essence a makefile is like a program that tells the make utility how to compile a program. Once you have mastered the basics of make files, more sophisticated capabilities can be learned to take advantage of makefile features.

A make file consists of a series of rules. Each of the rules has the form –

target …. prerequisites …
recipe
...

A target is the name of a file that you wish to build. It can be any file but it is usually an object file or an executable file. A prerequisite is a file used in the construction of the target. You could think about prerequisites as files that are input needed to create the target. The rule consists of one or more commands used to create the target. A TAB must precede each recipe command. This helps the make utility to recognize the recipe commands.

How does the make utility know what to do? In other words when building a particular target how does the make utility decide if the target needs to be made? This is determined by the prerequisites. If any of the prerequisites have changed since the previous build, make will follow the recipe (series of commands) to rebuild the target.
Here is an example of a simple make file. It is best to name the make file *makefile* or *Makefile*.

```makefile
edit : main.o kbd.o command.o display.o \
   insert.o search.o files.o utils.o \
   cc -o edit main.o kbd.o command.o display.o \ 
   insert.o search.o files.o utils.o
main.o : main.c defs.h \
   cc -c main.c
kbd.o : kbd.c defs.h command.h \
   cc -c kbd.c
command.o : command.c defs.h command.h \
   cc -c command.c
display.o : display.c defs.h buffer.h \
   cc -c display.c
insert.o : insert.c defs.h buffer.h \
   cc -c insert.c
search.o : search.c defs.h buffer.h \
   cc -c search.c
files.o : files.c defs.h buffer.h command.h \
   cc -c files.c
utils.o : utils.c defs.h \
   cc -c utils.c
clean :
   rm edit main.o kbd.o command.o display.o \ 
   insert.o search.o files.o utils.o
```

To use this file to create the executable file named “edit” use the command –

```bash
make
```

If the make file is named something other than *makefile* or *Makefile*, then you must specify the name of the makefile after the *make* command.

To use this file to erase the executable file and all of the object files use the command –

```bash
make clean
```

*Note: The file named makefile must be in your current directory. The make utility looks for a file named makefile or Makefile and automatically processes its contents.*

When a target is a file, it will be recompiled or relinked whenever any of its prerequisites change. In turn, any of the prerequisites on which the target depends that are automatically generated should be updated prior to updating the target file. In this example the target is dependent upon eight files.
main.o
kbd.o
command.o
display.o
insert.o
search.o
files.o
utils.o

Looking further in the makefile we see that each of the prerequisites of the first target have their own rules. In all cases the prerequisite contains a source file that corresponds to the target prerequisite object file. In some cases the prerequisites of the targets on which the first target depends include header files. A change to any of these files will cause the corresponding “sub-target” to be rebuilt.

In the example makefile, some of the lines have a backslash (\) at the end of the line. The backslash designates a continuation of the line. In other words, this character is used when you want to continue a line in the makefile on another line.

One of the ways to simplify a makefile is to make use of variables. A variable can be set to a file name or a list of file names that can be used as shorthand for that list. It is standard practice to have a variable named OBJECTS (there are many variants of the name) that names the objects on which the target is dependent. Here is an example of a variable set for the example makefile.

OBJECTS = main.o kbd.o command.o display.o insert.o search.o files.o utils.o

To use this variable in a makefile the notation is –

$(OBJECTS)

So using the variable would change the example makefile as shown next.

OBJECTS= main.o kbd.o command.o display.o \
insert.o search.o files.o utils.o
edit : $(OBJECTS)
   cc -o edit $(OBJECTS)
main.o : main.c defs.h
   cc -c main.c
kbd.o : kbd.c defs.h command.h
   cc -c kbd.c
command.o : command.c defs.h command.h
   cc -c command.c
display.o : display.c defs.h buffer.h
   cc -c display.c
insert.o : insert.c defs.h buffer.h
   cc -c insert.c
search.o : search.c defs.h buffer.h
   cc -c search.c
files.o : files.c defs.h buffer.h command.h
   cc -c files.c
utils.o : utils.c defs.h
   cc -c utils.c

clean :
   rm edit $(objects)

It seems repetitive to have to keep writing the same command for compiling a file over
and over again. Why can’t make be smart enough to be able to look at the file type and “figure
out” how to create the file? Well in fact it can. Look at the third version of the example makefile.

OBJECTS= main.o kbd.o command.o display.o \
   insert.o search.o files.o utils.o
edit : $(OBJECTS)
   cc -o edit $(OBJECTS)
main.o : defs.h
kbd.o : defs.h command.h
command.o : defs.h command.h
display.o : defs.h buffer.h
insert.o : defs.h buffer.h
search.o : defs.h buffer.h
files.o : defs.h buffer.h command.h
utils.o : defs.h

Notice now that instead of specifying each compile command we simply name an object
file (having a corresponding .c file) and its dependencies. The make utility is smart enough to
understand how to build the object file from the source file, e.g. kbd.c is compiled to create
kbd.o.

Afterword

All of the information presented in this chapter is meant only to be an introduction to
using the programs that have been described. All of these programs have significantly more
features than described here and there may be times when you want to use some of these more
advanced features. All of the information contained in this chapter was derived from resources
on the World Wide Web. There are tremendous resources for anything “programming” on the
World Wide Web and if you should have a question you should be able to get it answered by
accessing these resources. For example, for each of these programs I used the Google search
string “xxxxxx tutorial” where xxxxxxx is the name of the program for which I wanted the
tutorial. If I wanted to find a tutorial written for GNUMAKE I would enter “GNUMAKE tutorial”
as the search string in Google. This would result in hundreds of links to tutorial resources for
GNUMAKE.
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Computer Science Degrees

The Computer Science & Information Technology Department offers three degrees (two undergraduate and one graduate): a Bachelor’s Degree in Computer Science, a Bachelor’s Degree in Information Technology, and a Master’s Degree in Computer Science. The Master’s Degree offers three tracks, a Software Development track, an Information Technology track and a Professional Science Master’s (PSM) track. There are also minors offered in Computer Science and Information Technology.

The Computer Science program focuses the student’s study on application development and theoretical concepts. The career of graduates of this track typically involves designing and implementing software, devising new ways to use computers or developing effective ways to solve computing problems.

The Information Technology program focuses the student’s study on topics in web development, networks, databases, and security. The emphasis in these courses is more on the technology itself. Employees in the IT field typically provide the computing services required to support the organization’s mission, such as install and manage the network, design web pages, administrate the systems, and plan and manage the technology lifecycle of the organization’s technology.

Five-year Program

The Computer Science & Information Technology Department offers a five-year program. This program allows a student to obtain a Bachelor’s Degree and a Master’s Degree in Computer Science in five years. This timeframe is based on the completion of 15 new credits each semester for the first four and then 9 new credits each semester for the fifth year. This is also based on the student completing 12 credits of 400-level CSC courses in the free electives section of the general education portion of the program. These 12 credits of 400-level courses count toward the required credits in both the Bachelor’s and Master’s degree. The student will receive the Bachelor’s Degree upon completion of those degree requirements and then will receive the Master’s Degree upon completion of those degree requirements.
Professional Science Master’s Degree

The Professional Science Master’s (PSM) track is an innovative graduate degree designed to allow you to pursue advanced training and excel in science while simultaneously developing highly-valued business skills. PSM programs prepare you for science careers in business, government, or nonprofit organizations, where workforce needs are increasing. Programs are characterized by “science-plus,” combining rigorous study in science or mathematics with skills-based coursework in management, policy, or law. PSM programs emphasize writing and communication skills. The PSM includes a final project or team experience, as well as a “real-world” internship in a business or public sector enterprise.

Degree Requirements

Special Requirements

The following specifies the requirements for the Computer Science degrees. This includes requirements for course prerequisites, repeating courses, and graduation requirements. Some of the requirements are defined by the university and some are defined by the Computer Science & Information Technology Department.

Course Prerequisites

In order to take any CSC course numbered 300 or above, a student must meet the following two requirements:

- A GPA of at least 2.25 in CSC courses and a 2.0 GPA overall
- Completed 18 semester hours of computer science courses numbered 125 or above

In addition to this, two courses have specific credit hour prerequisites. To register for CSC354, a student must have completed 24 semester hours of CSC courses numbered 125 or above. To register for CSC385, a student must have completed 36 semester hours of CSC courses numbered 125 or above. All CSC majors must obtain a grade of ‘C’ or better in CSC135 and CSC136.

There are also university requirements for taking a 400-level course, which are considered graduate-level courses, for undergraduate students. Enrollment in 400-level courses is limited to junior, senior, and graduate students. Undergraduate students at the junior (at least 60 credits) or senior (at least 90 credits) with less than a 2.9 cumulative grade point average must obtain the permission of the instructor and dean.

Course Repeats

All Undergraduate students will be limited to a maximum of six course repeats total at Kutztown University. A single course can be attempted a maximum of three times (repeated twice). The grade from the last attempt of a course (regardless of whether it is higher or lower than previous attempts) will be the grade used for GPA calculation. If you fail a required course in your last attempt of the course, you MUST repeat the course. If that attempt is the sixth
repeat, you will need to have an undergraduate exception petition approved. This is not
 guaranteed and you may be unable to graduate.

Graduation Requirements

In order to graduate with a Computer Science degree, you must have a GPA of 2.25 in all
CSC courses and a cumulative GPA of 2.25 to graduate. All undergraduate students seeking their
first baccalaureate degree are required to take at least 30 of their last 45 credits and at least
50% of the credits in their major at Kutztown University.

Permission to take a 500-level course

Undergraduates are permitted to take 500-level courses under specific circumstances.
An eligible student may take a 500-level course for credit towards a graduate degree; a 500-
level course may NOT count toward meeting the requirements of any Bachelor’s degree. The
student must be a graduating senior and must have a minimum GPA of 3.0. At the time of
registration, this choice must be made and is not subject to change. Requests to take 500-level
courses require specific forms, which are available in the department office or on the Graduate
Studies web site. The request requires signatures by the professor, advisor, Department
Chairperson, Dean of the College, and Dean of Graduate Studies.

Checksheets

The current checksheets for the Computer Science programs are available on the university web
site Checksheets & Planners web page. There is a sequence of courses, some due to
prerequisites, that is recommended for students. These course recommendations can be found
on the department web site.

Computer Science Careers

KU’s Career Development Center publishes a “Major Discovery Series”, which provides
information about the majors offered at Kutztown University. This includes information such as
possible careers in the field.

As you prepare for a career in computer science or information technology, it is important to
consider internships, developing social networking skills, and joining, or at least attending
meetings of, professional organizations, such as AITP (Association of Information Technology
Professionals), ACM (Association of Computing Machinery), and IEEE (Institute of Electrical and
Electronics Engineers).
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Introduction

Joining a computing-oriented student organization, attending its meetings, and contributing to its activities are great ways to get to know your peers outside of the classroom, to broaden your knowledge of computing, to create programs and systems that are useful to you, and to improve your resume.

The Kutztown Technology Association

The KTA is the primary computing-oriented student organization at Kutztown. It exists to promote technology in a friendly and meaningful way, centering on current technology and computer systems. The KTA web site has this to say about the organization:

“The KTA has professional speakers come in to talk about their areas of expertise. Not only will you get to learn from a seasoned professional, but you’ll be given the opportunity to engage in networking activities and gain strong connections.

We hold workshops to train and give hands on experience on certain subjects. We are known for our patch cable making workshops, and will be launching a Build a Computer Workshop this year.

We also host large gatherings of 20+ professionals from the AITP, where KTA student members are given the opportunity to network with a wide array of professionals. The most recent event of this magnitude was our first Microsoft Day.

When we’re not hosting an event of these types, we hold a weekly meeting. During these meetings we either give a presentation on current and important topics to the technological field, hold discussions, or engage in debates.”

The KTA is a student branch of the Association of Information Technology Professionals (AITP). Since 1951, the AITP has been a continuing resource for quality professional development. Serving the IT industry as a national organization and through our local chapters, AITP is committed to delivering to our members the recognition, support, and credibility that will give them the competitive edge needed to succeed. By joining AITP, you become part of a strong network of IT professionals, have access to empowering resources and opportunities, and are positioned to achieve your professional goals.

2 http://unixweb.kutztown.edu/kta/
The KTA elects new officers each year who determine the activities that will take place during the year and also run the weekly meetings. Dr. Joo Tan (tan@kutztown.edu) is the faculty advisor for KTA. KTA sends out regular notices about meeting schedules and planned presentations. Participating in KTA is one of the best ways to make friends with people pursuing the same major and to get the low-down from veteran computer science students.

The Kutztown University Programming Team

In 2009 the Computer Science & Information Technology Department formed the Kutztown University Competitive Programming Team. The team is composed primarily of computer science majors competing with other Universities in the region. Competitions consist of writing programs in a limited time period that solve specified problems correctly. The team that solves the most problems in the shortest time wins the competition. The Kutztown team meets on Friday afternoons at 3 PM. Practices consist of small teams working on problems from previous competitions. Twice a year the team attends competitions. The Programming Team is one way that students can improve their overall programming skills. The faculty advisor is Dr. Randy Kaplan.
Appendix A

Computer Science Degree Checksheets

The checksheets for each Computer Science major and minor are dynamic, so they are not included in the manual. The most recent versions of the checksheets can be found on the CS web site (http://www.kutztown.edu/csit) and outside the department office (OM256).